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Software today plays a significant role in controlling the behavior of many systems, including mission- and safety-critical applications. A hazard caused directly or indirectly by software operation can have catastrophic consequences, including property damage, financial loss, and serious injury or death. Preventing such disasters from occurring is thus of paramount importance.

Yet the disappointing truths are that software is far from defect-free and that very large sums of money are spent each year only to fix and maintain defective software. In fact, it is estimated that more than 60% of the cost of software development is spent on testing and debugging. This situation has become even more challenging because not only is software becoming larger and more complicated, but the industry also suffers from tighter scheduling and budget requirements.

Thus, in order to produce dependable and trustworthy systems with reduced code, it is absolutely essential to develop advanced cutting-edge technologies that can assure software quality by incorporating cost-effective procedures and tools tailored to various scenarios.

This need for cutting-edge technologies is also the reason to have this issue dedicated to Software Quality Assurance. The first paper is “Intersecting Definitions of V&V” by Dr. Mark Paulk that provides in-depth review of what verification and validation are and their respective objectives. The second paper by Dr. Mehr Nouroz Borazjany discusses the performance testing of a real-world system and lessons learned from that project.

We would like to thank both authors for sharing their ideas and experiences on this important topic. Special thanks also go to Professor Shihpyng Shieh and his editorial team for all their support.

W. Eric Wong
Professor &
Director of Advanced Research Center on Software Testing and Quality Assurance
Department of Computer Science
University of Texas at Dallas
Richardson, Texas, USA
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Performance Testing of a Real-World System

Mehra Nouroz Borazjany
Advanced Research Center on Software Testing and Quality Assurance
Department of Computer Science
The University of Texas at Dallas
Richardson, Texas
mehra@utdallas.edu

Abstract—One major concern for most companies is to assure that the capacity of their system meets their customers' performance requirements. In this short paper we describe our approach to performance testing of an asset tracking system that provides asset tracking to very large number of customers. For the system under test, we collect data from the available production system and then evaluate the capacity of the system under existence and future expected load. We used jmeter to simulate the communication of tracking devices with the system platform and gather performance metrics such as system response time, resource utilization, and throughput. This helped us to validate whether the system can scale to handle the future expected capacity. This being done by identifying the bottlenecks and allocating enough resources. Additionally, performance testing enabled us to verify the system recovery time after a spike load.

Keywords—Performance Testing, Capacity Planning, System Assurance

I. INTRODUCTION

Companies measure the Quality of their Services (QOS) in terms of resource utilization, throughput and response time. Expected QOS assures more satisfied customers which leads to more business opportunities. We need to identify how a system responds to a specified set of conditions and inputs, which is the process of performance testing.

The main goal of performance testing is to identify how well your system performs in relation to your performance objectives. These objectives are often specified in a service level agreement. Additionally, performance testing helps define the conditions under which the system will fail, how it will fail, and what indicators should be monitored to notify us of an impending failure.

There are three major types of performance testing that share similarities yet accomplish different goals. Load testing, verifies system behavior under normal and peak load conditions. Stress testing, leads to evaluate our system's behavior when it is pushed beyond the normal or peak load conditions. Capacity testing helps us identify a scaling strategy to determine whether we should scale up or scale out based on our future growth.

It is important to have a performance testing plan for our system to ensure that it can perform under expected and peak load conditions. Ideally, the result of such testing can determine when and how to upgrade resources and scale the system sufficiently to handle increased capacity. Thus, we allocate adequate resources where they will generate the most benefit.

II. QOS MEASUREMENT

Quality of service (QOS) is the overall performance of the system under test. In order to measure the QOS, several quantitative aspects of the system are studied, such as response time, resource utilization, and throughput.

One of the key quality factors of a system is response time. We need to measure end-to-end response time and find the speed of the system under load.

Another key factor is resource utilization. We measure the resource utilization in terms of the amount of CPU, RAM, network I/O, and disk I/O that system consumes under normal or peak loads.

Throughput of a system is also another key factor. Throughputs are rate of services that a system can handle or process per unit of time.

III. TOOLS

There are several tools available to simulate load. We can simulate load in terms of users, connections, data, and etc. Also, they help us gather performance-related metrics such as response time, requests per second, and performance counters from remote server computers. In our project, we used jmeter [1] to simulate the traffic and gather metrics.
In addition, we need monitoring tools to monitor the status of various network services, servers, and other hardware. In this project, all of our servers are monitored by Zabbix[2].

IV. THE SYSTEM UNDER TEST

The system under test provides asset tracking to very large number of customers. The front-end of the system is a web application that our customers can login and track their assets. They can use geofencing, over speed alerts and other exception notifications to ensure their assets are where they should be and safe even when they are not actively managing them.

The back-end is Apache ActiveMQ [3] server, which communicate with a Gateway. Asset tracking devices send information such as IMEI, device type, gps location, service type, and event type to the Gateway. The Gateway transfers the messages to the relevant ActiveMQ server. (Fig. 1)

Like any other testing, we need to have a testing plan and strategy based on the nature of the test and the architecture of the system under test. In the plan, we need to specify the goal and scope of the test, our approach, all the possible preparations, all risks, and also some technical details.

The goal of our performance testing for asset tracking system is to validate that the system can scale to handle the expected capacity planned for the coming year. We want to protect our system against crashes and slowdowns on instantaneous peak and verify the system recovery time after the spike load. Thus, we need to answer the two most common questions. First, how many concurrent users are going to use this system. Second, how many devices will communicate with the platform, which basically means how many messages per second need to be handled.

The first approach is to simulate the activity of devices communicating with the platform. The second approach is to simulate the activities of the end-users logging in and using the web application. The third approach is to simultaneously simulate both devices and the end-users to measure capacity levels at key points within the architecture. In this paper we will only describe the first approach.

Some preparations are also needed. First, because we don’t want to run our testing on production system, we need to prepare a staging system, which mirrors the production system. Therefore, tests against it can confirm the capacity of production environment.

Second, we need to characterize the message flow and user activity. We can do this by observing the production archive data. If the system is new, then we can characterize it based on different use case scenarios.

Next, we need to populate the database according to our test plan. For example, to simulate the activities of a certain number of devices, users or accounts, we need to create test accounts/devices within the application infrastructure.

Next, we will prepare the test scripts according to the plan and run them using simulation tools. We then capture the capacity levels using operational monitoring tools.

The risk involved in this project is that some of the network and system resources are shared between our production and our staging systems. As a result, if any of these shared resources prove to be a capacity bottleneck, the production system could be impacted during the testing.

Last but not least is to analyze the results. Depends on our results and intermediate findings, we may require multiple runs. Finally we are ready to report our findings.

V. RESULTS

As it is discussed, according to the testing plan, the goal is to verify whether the system can scale to handle the expected capacity planned for the coming year. The first approach is to simulate the activity of devices communicating with the platform. As it is shown in Fig 2, we sent 74K messages/sec (spike load) to the ActiveMQ server. As a result, system was able to receive all the messages and hold them in the queue without any loss or crash.

Also as it is shown in the system architecture (Fig. 1), stompers are reading the messages from the queue, process them and store them into the database. It is shown in the Fig. 2, that stompers are able to process 70 messages per second. Moreover, it shows the recovery rate of the system. For example, it took the system 1000s to process all the messages and recover.

The actual capacity of the system was 50 m/s. In order to increase the capacity of the system to 150 m/sec, we need to make some changes to the system configuration. For example,
we could increase the number of stompers from 5 to 10, which would increase the process rate to 70 m/s.

Fig. 3 displays some of the modifications with their process rates. As it is shown, in order to increase the capacity to 150 m/s, we need to increase the number of stompers to 40, and allocate more CPUs and memories to the server.

The second approach is to simulate the activity of the end-users logging in and using the web application. We believe that there are more studies describing the web application performance testing such as Kunhua Zhu et al.[9] and Yanyan Lu et al.[10]; therefore, in this short paper we only explained the back-end performance testing.

![Figure 3: Configurations](image)
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Intersecting Definitions of V&V

Mark C. Paulk
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Abstract—Verification and validation are two terms with three overlapping definitions in the closely related fields of systems and software engineering: 1) fulfill the conditions imposed by the previous phase; 2) reflect the requirements; and 3) fulfill the intended use. All three concepts are important and address distinct needs. One can argue that the first, the traditional software engineering definition of verification, has been largely superseded by agile methods.
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When the Capability Maturity Model Integration for Development (CMMI-DEV) was being developed, I noticed something odd about the Verification and Validation process areas. Coming out of a software engineering background, I was familiar with the definitions from IEEE 610 [1]:

- **verification**. (1) The process of evaluating a system or component to determine whether the products of a given development phase satisfy the conditions imposed at the start of that phase.
- **validation**. The process of evaluating a system or component during or at the end of the development process to determine whether it satisfies specified requirements.
- **verification and validation (V&V)**. The process of determining whether the requirements for a system or component are complete and correct, the products of each development phase fulfill the requirements or conditions imposed by the previous phase, and the final system or component complies with specified requirements.

For verification, “conditions imposed at the start of that phase” implied, for example, that the code implemented the design. The Capability Maturity Model for Software (Software CMM) [2], which was one of the source documents for CMMI, used the IEEE 610 definitions. In CMMI-DEV [3], however, the purposes of the process areas and the definitions of the terms are:

1. The purpose of **Validation** (VAL) is to demonstrate that a product or product component fulfills its intended use when placed in its intended environment.
   - **Validation**. Confirmation that the product or service, as provided (or as it will be provided), will fulfill its intended use. In other words, validation ensures that you built the right thing.
2. The purpose of **Verification** (VER) is to ensure that selected work products meet their specified requirements.
   - **Verification**. Confirmation that work products properly reflect the requirements specified for them. In other words, verification ensures that you built it right.

These definitions were consistent with those used in the Systems Engineering CMM [4] and EIA 731 [5] but differed, perhaps significantly, from those used in software engineering. They intersected, albeit with different terms for the same concept, but there were really three concepts in systems and software engineering captured by these two terms.

<table>
<thead>
<tr>
<th>Concept</th>
<th>Software Engineering</th>
<th>Systems Engineering</th>
</tr>
</thead>
<tbody>
<tr>
<td>fulfill the conditions imposed by the previous phase</td>
<td>verification</td>
<td>--</td>
</tr>
<tr>
<td>reflect the requirements</td>
<td>validation</td>
<td>verification</td>
</tr>
<tr>
<td>fulfill the intended use</td>
<td>--</td>
<td>validation</td>
</tr>
</tbody>
</table>

One might consider these differences to reflect the different foci of systems engineering and software engineering. Traditionally systems engineering, at least for hardware/software systems, has had the lead on interfacing with the customer and users. Such an interpretation of responsibilities leaves a gap for software-only systems, which also need systems thinking even if systems engineering may not have a formal role.
A challenge for any project is the gap between what the user needs and the requirements that supposedly express those needs. The systems engineering sense of validation attacks the problem of missing and misunderstood requirements.

One might argue that a system’s fulfilling its intended use in its operational environment is primarily a requirements elicitation problem – what is the role of “validation” against such an amorphous target? In requirements inspections, however, we expect the developers to ask probing questions into whether a correct and complete set of requirements has been elicited, using checklists and scenarios to confirm that the stakeholders have articulated their needs and desires effectively. Teams using agile methods, for example, maintain a dialog with the customer and users throughout the development process to ensure that the project gets timely feedback on how accurately the system is addressing the customer’s (evolving) needs.

The mechanisms we use are not necessarily constrained by our jargon. The systems engineering sense of validation could be addressed by requirements inspections; design inspections could address software engineering validation and systems engineering verification; code inspections could address systems and software engineering verification. One can easily conclude that all three concepts are important and should be addressed, even if the terminology may be context dependent. Unfortunately many of the organizations that adopt inspections focus on code inspection rather than requirements and design inspection, where the greatest benefit accrues.

Perhaps, however, software engineering is evolving in the direction of the systems engineering perspective. Consider the growth of agile methods over the last twenty years. In the agile world, design documentation is de-emphasized. Design is emphasized as a verb rather than a noun. As iterative and incremental development move to very short increments where requirements analysis, design, code, and test are performed in a compressed manner, does it make sense to worry about IEEE 610’s 1990 view of verification?

As a side note, I agree with agile’s de-emphasis on detailed design documentation because my own experience with detailed design documents is that they quickly move out of synchrony with the code as the requirements change. Even maintaining an up-to-date requirements document can be a challenge. Detailed design documents are rarely useful in maintenance because they don’t reflect what the code is actually doing. I am, however, an advocate for architecture as useful top-level design documentation that can and should be maintained as a system evolves.

If one takes an agile perspective, then fulfilling the conditions imposed by the previous phase becomes a meaningless concept. The “previous phase” is compressed down to an activity in a short iteration. Maintaining traceability from requirements, perhaps in the form of user stories, to code and then test cases remains a worthwhile exercise, but arguably the systems engineering sense of V&V should dominate.

Not all projects, however, are good candidates for agile methods. In life critical or high reliability systems, the need for thoughtful analysis of requirements changes implies that the project cannot be agile in the sense of responding rapidly to changing requirements even if it has adopted agile practices elsewhere. The individual practices of the agile world derive for the most part from good software engineering and management practices that have been cranked up to an extreme implementation, so a project could in principle adopt an agile methodology even if it is not “agile” in the sense of responding rapidly to change. Projects in a high reliability environment are likely to use a plan-driven approach along with good practices inspired by their agile counterparts.

If we accept that many projects will continue to use a plan-driven style, does the IEEE 610 kind of verification continue to add value? Arguments can be made on both sides of this question; my point is that we should understand the terms that we use and impose on others. If V&V evolves to a more useful set of terms, that should be a conscious decision on the part of those defining and using those terms.

In discussing this point with the authors of various standards and models, I have so far found no one who was concerned about these intersecting definitions. If a project applies peer reviews (in particular inspections) throughout the life cycle, then all three senses of V&V can be addressed via a single mechanism, rendering the distinction moot.

CMMI-DEV characterizes verification as an inherently incremental process occurring throughout product development. By implication, peer reviews will take into consideration the inputs to each engineering process, e.g., design as an input to code, in their search for defects. Thus the model that originally sparked this question implicitly addresses the intersecting definitions.

In recent years standards writing bodies have tended to follow the path laid out by CMMI; entities originally focused on software engineering standards have evolved to address both systems and software engineering. The current IEEE glossary, for example, is IEEE 24765 [6], which addresses the vocabulary of both software and systems engineering. It includes five definitions of validation from various standards, including one from ISO 12207 (Software Life Cycle Processes) [7]: validation is, in a life cycle context, the set of activities ensuring and gaining confidence that a system is able to accomplish its intended use, goals and objectives.

Thus we see that software and systems engineering have become thoroughly intertwined. Once useful distinctions have
become blurred and/or evolved. We should not, however, allow jargon to cloud our consideration of these three intersecting concepts. It is our responsibility as professionals to consider whether and how each of these three should be appropriately addressed on our projects. This can become a particularly pointed question if our organizations are undergoing appraisals against CMMI-DEV, assessments against ISO 15504, or other kinds of “certification”. Understanding the relevant definitions of V&V can prevent unwelcome surprises.
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